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Abstract Software testing plays an essential role in software quality assurance. It helps developers to reveal and remove bugs
in software. Developers often use test coverage to measure the sufficiency of tests, find non-tested statements, and localize a
faulty statement. Traditional coverages, such as statement and branch coverage, are widely known and used. On the other hand,
researchers have proposed various metrics for measuring test coverage of source code. Because such novel coverage metrics
are not organized, it is impossible to understand and compare the benefits and limitations of each metric. This paper organizes
the characteristics of each coverage metric by surveying a body of 43 papers that propose coverage metrics. The survey results
showed that the novel metrics could be divided into two main groups: (1) metrics that improve or complement traditional coverage
and (2) metrics that are effective in specific domains, such as concurrent programming. We performed a comparative analysis to
identify the characteristics of each metric, such as benefits of use, effective domains, and information needed to measure coverage.

Furthermore, we provide a catalog of coverage metrics to help developers and researchers select the best metrics for their context.
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1. Introduction

Software testing is an essential activity in software quality assur-
ance. Though software testing is a broad concept that includes vari-
ous verification activities such as review, walkthrough and inspection,
this paper focuses a validation activity especially in programmed test.
The programmed test means to confirm whether the given program
behaves as expected by the program execution. This paper refers it as
simply test or testing.

Developers usually evaluate the quality of test with many criterion.
One of the most well known criteria is test coverage that measures the
comprehensiveness of tests against source code based on execution
path. Test coverage can be used for measuring the sufficiency of tests,
finding non-tested statements, and localization of a faulty statement
[1].

Traditional coverages, such as statement and branch coverage, are
widely known and being used. The limitations of the coverage are
also well known. For instance, 100% traditional coverage does not
guarantee that the source code has no bugs [2][3]. To address their
drawbacks, researchers have proposed various test coverage metrics.
However, these novel metrics are not structured and organized yet. So,
it is impossible to understand and compare the benefits and limitations
of each metric. This lack of organization also prevents consideration
of the use of novel coverage metrics.

Our goal is to provide developers and researchers with a catalog of
novel test coverage metrics and to allow them to select suitable metrics

in their context. Hence, our research questions are, what kind of novel

Software testing, Test coverage, Coverage metrics, Systematic review

coverage metrics exist? and what are their characteristics?. In this
paper, we conduct a systematic review for 43 papers that proposed
novel coverage metrics to organize the characteristics of each metric.
In our analysis, we found that the proposal of coverage metrics was
primarily due to two reasons: (1) to improve or complement tradi-
tional coverage and (2) to effectively measure coverage in specific
domains. Based on this finding, we analyzed the characteristics of the

novel coverage metrics for each proposal reason and domain.
2. Paper Selection

In this section, we describe the procedure to select the papers for
our survey. First of all, we collected the papers for our study by us-
ing a specific set of keywords in some popular digital libraries. We
performed the paper collection at the beginning of May 2022.

We used the following ten keywords: fest coverage, coverage met-
rics, code coverage, testing strategies, software testing strategies,
oracle quality, test oracle quality, test suite quality, test suite effec-
tiveness, insufficiently tested code. Since we intended to collect all
papers related to our survey as much as possible, the set of keywords
includes not only those directly related to coverage metrics but also
those related to testing strategy and test quality.

Using the ten keywords, we searched in the three digital libraries
(ACM Digital Library, IEEE Xplore and Google Scholar). For each
query, we collected the top 200 publications in order of relevance.
As a result, we obtained 5,818 publications. (Note that a search for
insufficiently tested code in IEEE Xplore returned 18 publications.)
After removing duplicate publications, we ended up with 4,459 pub-
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lications.

Following our paper collection, we filtered the publications we
obtained. We first quickly eliminated papers that were obviously ir-
relevant to our study by manually checking the titles and abstracts of
all the collected publications. The first two authors performed this
filtering to reduce the number of false negatives. This process took
two months and resulted in 237 papers. After quick filtering, we
conducted a full-text analysis of each selected paper. We reviewed
whether each paper proposed test coverage metrics. At the end of this

process, we obtained 43 relevant papers.
3. Novel Test Coverage Metrics

By analyzing the 43 studies, we found that novel coverage metrics
can be divided into two groups: (1) those that improve or complement
traditional coverage metrics and (2) those that are specific to particular
domains. This section describes the overview and benefits of the 43
metrics according to this classification. Note that some metrics have
multiple levels of coverage measurement granularity. Table 1 sum-
marizes the characteristics of each metric, including effective domain,
feature, information required to measure coverage and granularity of
measurement.

3.1 Maetrics that improve or complement traditional coverage

Belli et al. [4] proposed Test Segment Coverage as a coverage that
bridges the gap between branch coverage and path coverage. Test
segment coverage is the path coverage of each test segment (program
fragment composed of one statement or a sequence of statements).
By adjusting the size of the test segments, the thoroughness of the test
coverage can be adapted to the needs of the tester.

Chen et al. [5] proposed test coverage about variables. By calculat-
ing the program slice for a variable, we can measure the test coverage
for the code associated with that variable. In other words, the tester
can focus the test quality evaluation on important variables.

Koster et al. [6] proposed State Coverage for test oracle assessment.
This coverage measures whether variables defined at code runtime are
validated by assertions, using control flow graphs and program slicing.

In the subsequent study by Vanoverberghe et al. [7], a general
definition of State Coverage was proposed. The authors’ definition
does not require a specific structure for testing and allows more dy-
namic state update identifiers (e.g., object identifiers) than nodes in
the control flow graph.

Schuler et al. [2][8] proposed Checked Coverage. The concept of
checked coverage is similar to state coverage. This coverage metric
requires testers to verify that statements that read or write variables or
that can affect the control flow of the program are checked by asser-
tions. The authors consider statements on a dynamic backward slice
from an assertion as checked statements.

Zaraket et al. [9] proposed Property Based Coverage. This cover-
age derives from the hypothesis that it is more effective to evaluate
test suites based on their coverage of system properties than that of

structural program elements. The authors view a property as a log-

ical expression in an assertion and annotation. By using property
based coverage criterion, we can measure the test coverage for all the
possible values that variables in properties can take.

Whalen et al. [10] proposed Observable MC/DC (OMC/DC).
OMC/DC is a version of MC/DC that incorporates the concept of
observability. The authors state that an expression in a program is
observable in a test case if we can modify its value, leaving the rest
of the program intact, and observe changes in the output of the sys-
tem. This coverage metric helps ensure that a fault encountered when
executing the decision propagates to a monitored variable.

Hassan et al. [11] proposed MultiPoint Stride Coverage. This cov-
erage is equivalent to branch coverage that incorporates the concept of
dataflow coverage by taking into account the execution order of each
branch. By using this coverage, we can more accurately predict the
quality of a test suite than control flow based coverage such as branch
coverage. We can also more easily measure it than dataflow based
coverage such as def-use coverage.

Huo et al. [12] proposed Direct/Indirect Coverage. The authors ar-
gue that it is useful in the management of testing resources to consider
whether entities (e.g., functions, statements and branches) were cov-
ered directly or indirectly by tests. This is because indirectly covered
entities are only peripherally considered and are insufficiently tested
[12].

McMinn et al. [13] proposed fault coverage for software testing.
Fault coverage is a concept in electronic engineering that refers to
the percentage of faults detected by tests out of a pre-defined list of
faults. The authors discusses the way to automatically generate fault
coverage for software engineering by using a fault database such as
Defects4] [14].

Byun et al. [15] proposed Flag-Use Object Branch Coverage. Ob-
ject Branch Coverage (OBC), branch coverage at the object code level,
has the advantage of being programming language independent and is
amenable to non-intrusive coverage measurement techniques. How-
ever, OBC strongly depends on differences in object code structure
due to compilers and their optimizations. While OBC is a coverage
metric based only on jump instructions, Flag-Use OBC extends OBC
to include many other instructions involved in conditional behavior.

Someoliayi et al. [16] proposed Program State Coverage. This
coverage metric improves the ability of line coverage to validate the
effectiveness of the test suite. The authors considers the number of
distinct program states in which each line is executed. Program state
coverage is calculated by the ratio of program states executed in a line
of tests to the maximum number of program states.

Subsequently, Aghamohammadi et al. [17] proposed Statement
Frequency Coverage. Program state coverage has some limitations,
such as the need to set a maximum number of states because we cannot
predict the number of possible states, and the possibility of statements
with infinite states during test execution. Statement frequency cover-
age solves these problems by incorporating the frequency of executed

statements into the statement coverage.



Miranda et al. [18] [19] proposed Relative Coverage. This is a cov-
erage measurement technique that focuses on the test scope of testers.
By focusing coverage measurement only on in-scope entities, we can
expect to improve the cost-effectiveness of testing. The authors also
proposed four instances of relative coverage: Operational Coverage
[18], Social Coverage [18] [20], Relevant Coverage [18] [21], Reach-
ability Coverage [19]. Operational coverage focuses on the operations
performed by a specific user group. Relevant coverage measures test
coverage in the scope of testing reused code. Reachability coverage
targets the input domain that a specific user is expected to exercise.
Social coverage is a coverage metric for Service-Oriented Architecture
(SOA) and will be described in Section 3. 2.

Cox [22] proposed Differential Coverage. This is a concept of clas-
sifying coverage information into 12 categories (newly added code
is not tested, previously unused code is covered now, etc.) by com-
paring the current version of the code with a baseline. Especially in
large-scale development, the analysis of coverage information is very
costly. We can reduce the cost of coverage analysis by automatically
classifying coverage information using differential coverage.

3.2 Domain Specific Metrics

Concurrent Program. Bron et al. [23] proposed Synchronization
Coverage. This is a practical coverage based on the idea that cov-
erage tasks should be well understood by users and be coverable by
tests. This coverage is accepted by IBM. Synchronization coverage
has seven synchronous processes as coverage tasks.

Sherman et al. [24] proposed coverage metrics inspired by synchro-
nization coverage. These metric are designed for saturation-based
testing in concurrent programs, hence there is no need to estimate the
executable domain of each metric. The authors use a combination of
three basic concurrency metrics and six contexts as coverage tasks.

Kfena et al. [25] proposed coverage metrics for saturation-based
and search-based testing to reflect concurrency behavior accurately.
In previous work [24], the identification of elements is too rough be-
cause Java types were used to identify threads. The proposed metrics
more accurately distinguish the behavior of objects and threads based
on object identifier and thread identifier. The authors derived 11 cov-
erage metrics from dynamic analyses designed for discovering bugs
in concurrent programs.

Terragni et al. [26] proposed Sequential Coverage. This cover-
age metric has a sequence of events (write/read object fields, ac-
quire/release locks and enter/exit methods) as a coverage task. We
can measure this coverage by a single thread execution of a call se-
quence.

Wang et al. [3] proposed MAP-coverage. This coverage is based
on memory-access patterns (MAP), which are patterns of how shared
variables are accessed by multiple threads [27]. MAP have often been
shown to be associated with the nature of multi-threaded bugs [27].
Thus, comprehensive testing of all MAP is effective in finding bugs.

Object Oriented (OO) Program. Hsia et al. [28] proposed cov-

erage metrics based on Enumerate Data Member (EDM). A class is

said to satisfy EDM property if its state-related data members are of
enumerate type. The authors argued that each set of values assigned to
the object should be covered by at least one test for classes satisfying
EDM property. They provided three levels of coverage metrics.

Fisher et al. [29] proposed change-based coverage metrics. The
authors focused on the impact of code changes based on the assump-
tion that a disproportionate number of faults are likely to be present in
recently modified codes. This study defines four test coverage metrics
for changed and added entities (e.g., methods and statements) in the
context of OO.

Biswas [30] proposed Control Dependence Inheritance Coverage
metrics based on JSysDG (Java System Dependency Graph). Each
time a tested class is reused through inheritance, we must retest it
under new usage context [31]. Therefore, the cost of testing OO soft-
ware can significantly exceed that of testing procedural programs. By
using these metrics, we can measure effectively the test coverage of
control dependencies associated with inheritance.

Mukherjee et al. [32] proposed coverage metrics in response to the
fact that structural coverage metrics for integration testing of OO pro-
grams has been scarcely reported. These coverage metrics are based
on data and control dependencies in the classes being integrated de-
fined on JSysDG.

Mukherjee [33] also focused on testing safety-critical software,
such as nuclear power plant, in the OO paradigm. Safety-critical soft-
ware requires thorough testing; however, traditional coverage metrics
suffers from several shortcomings. The authors proposed test cover-
age metrics that cover program dependencies more robustly and can
detect faults at inter-object data dependencies.

Web Application. Alalfi et al. [34] proposed coverage metrics for
dynamic web applications. Faults in web applications often caused
by insufficient test coverage of complex interactions between compo-
nents. These coverage metrics are based on the client and database
interactions and require testing server pages, SQL statements and
server environment variables.

Mirzaaghaei et al. [35] proposed DOM Coverages. Web applica-
tion test generally interact with the DOM. The authors argue that the
DOM itself should be considered as an important structure of the sys-
tem that needs to be adequately covered by tests. Based on this idea,
this paper propose six coverage metrics related to the DOM state.

Nguyen et al. [36] proposed coverage metrics for output-oriented
testing of dynamic web application. These coverage metrics measures
test coverage of string literals output and decisions that affect the out-
put. Using these metrics help to identify presentation faults such as
HTML validation errors and spelling errors.

Service-Oriented Architecture (SOA). Hummer et al. [37] pro-
posed k-Node Dataflow Coverage to significantly reduce the search
space of service combinations in integration test of dynamic compos-
ite Service-Based Systems (SBSs). This metric is based on dataflow
of service composition.By restricting the paths for coverage measure-

ment to all k-length paths in the dependency tree, where a service
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composition is considered as a node, we can reduce the number of
dataflows to be covered by tests.

In 2014, Miranda et al. [18][19][20] proposed Social Coverage.
This is the instance of relative coverage [18] [19]. Social coverage was
conceived for black-box environments having some notion of testing
community (i.e., several users/programs using/testing the service un-
der test). This metric measures test coverage for the in-scope entities
identified by information about the entities invoked by similar users
in the same test community. The authors assume that the service
provider will measure this coverage and provide it to the customers.

Sneed et al. [38] proposed coverage metrics based on the structure
and content of the service interface. These are test coverage of in-
put/output parameters or combinations of parameters in input/output
messages. Using these metrics, testers can evaluate test quality with-
out considering the source code in SOA where they cannot access to
the source code of the service under test.

Others. Memon et al. [39] proposed coverage metrics for GUI
testing. The input to a GUI consists of a sequence of events. The
proposed metrics thus focus on events in the structure of the GUI
and measure the comprehensiveness of testing for events and event
sequences.

Smith et al. [40] proposed SQL statement coverage for SQL in-
jection input validation testing. Traditional coverage metrics cannot
highlight how well the system protects itself through validation. SQL
statement coverage metrics measure the test coverage of SQL state-
ments or input variables of SQL statements. Coverage data based on
these metrics can provide specific information about insufficient or
missing input validation.

Kim et al. [41] proposed New Decision Coverage for multi-staged
language. Multi-staged language is a programming language which
can generate and execute new program codes in execution time. Be-
cause it is hard to estimate what code fragments would be generated
and executed in multi-staged language, traditional coverage is not
suitable for multi-stage languages. New decision coverage metric
measures the test coverage of both branches that already exist in the
program and those generated at runtime. In the study, this metric is
designed for a two-staged language.

Tsankov et al. [42] proposed Semi-Valid Input Coverage for fuzz
testing. Traditional coverage metrics do not measure what fuzz test-
ing is all about, namely executing the system with semi-valid inputs.
Semi-valid input coverage metric measures to what extent the tests
cover the domain of semi-valid inputs, where an input is semi-valid if
and only if it satisfies all the constraints but one.

Jabbarvand et al. [43] proposed eCoverage. This study aims to
reduce the number of tests in energy testing of Android applications.
eCoverage takes into account the energy consumption of segments
(methods or system APIs). By using this metric, we can measures
test coverage of energy-greedy segments that highly contribute to the
energy consumption of the application.

Nakajimaetal. [44] proposed Dataset Coverage for Machine Learn-

ing (ML) programs. The control structure of ML program is so simple
that any execution of the program takes all control paths if the input
training dataset is not trivial. Dataset coverage focuses on the char-
acteristics of the population distribution in the training dataset in
metamorphic testing.

Rott et al. [45] proposed Ticket Coverage for agile development.
This coverage unveils which of the changes made in the course of
a ticket are left untested. This metric measure test coverage of the
methods that were added and changed during the implementation
of a given ticket and helps to systematically focus testing efforts on
changed code.

Martin-Lopez et al. [46] proposed coverage metrics for RESTful
API because there is no standardized coverage criteria for black-box
testing of RESTful API. These metrics measure test coverage of el-
ements related to API requests/responses. The paper provides four
levels of coverage metrics for each of the API requests and responses.

Ali et al. [47] proposed coverage metrics for quantum program.
Testing quantum programs is difficult due to the inherent character-
istics of quantum computing, such as the probabilistic nature and
computations in superposition. However, automatic and systematic
testing is necessary to guarantee the correct operation of quantum
programs. These proposed metrics are based on inputs and outputs
of the quantum program and measure the comprehensiveness of tests

without destroying superpositions of the quantum program.
4. Conclusion and Future Work

In this paper, we conducted a survey of papers proposing novel test
coverage metrics. After analyzing 43 papers, we found that coverage
metrics can be classified into two categories: (1) those that aim to
improve or complement traditional coverage metrics and (2) those that
are specific to a particular domain. We also identified and organized
the characteristics of each metric. A catalog of novel coverage met-
rics would help developers and researchers to select suitable metrics
in their context.

In future work, we plan to perform backward and forward snow-
balling to make the survey as much comprehensive as possible. We
will examine whether coverage metrics are proposed in each publica-
tion cited by or citing any of the papers we have analyzed.
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