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Abstract—Automated program repair (in short, APR) is a truly desired technique because it can reduce debugging costs drastically. A well-known technique in APR is a reuse-based approach, which inserts existing program statements in a given program to suspicious code for an exposed bug. Some reports show the reuse-based approach was able to fix many bugs in open source software. However, the existing approach often takes very long time to fix bugs. Its main factor is that so many variant programs are generated by insertions and so many test cases are executed for the variant programs before a fixed program is generated. In order to shorten fixing time with the reuse-based approach, a fixed program must be generated much more efficiently. In this paper, we propose two strategies to generate a fixed program more efficiently. We also implement the two strategies and confirm that there are real bugs which the two strategies contribute to shortening fixing time.

I. INTRODUCTION

Debugging is an inevitable task in software development, and it takes large costs. Recently, APR attracts much attention due to its latent capability to reduce debugging costs drastically. APR takes a buggy program and some test cases, and it outputs a fixed program, which passes all the given test cases. GenProg [1], a well-known approach in APR techniques, performs insertions and deletions to generate variant programs. In insertions, selected program statements existing in a given program are added to the suspicious code. Variant programs are evaluated with the given test cases. If a variant program passes all the test cases, it is outputted as a fixed program. Otherwise, next-generation variants are generated in the same way. Those operations are repeated until a given time limit.

In GenProg, program statements for insertions are randomly selected. Thus, if a given program is not small, so many program statements exist in the program, and inserting program statements contributing to fixing the bug is unacceptable odds. Consequently, strategies to select contributive program statements are required.

In this paper, we propose two strategies, similarity-order and freshness-order. We have implemented the two strategies and evaluated them with real bugs in open source software. As a result, we found that there are bugs that the two strategies were able to fix in a shorter time than the original GenProg.

II. APPROACH

A. Similarity-order

In similarity-order, program statements included in code fragments with high similarity to the suspicious code are preferentially selected. With this strategy, the bugs caused by overlooking code clones can be efficiently repaired.

Fig. 1 describes an overview of similarity-order. First, we consider a constant-sized region for each program statement in a given program. Then, we compute a similarity between each region and the suspicious code region. Finally, we select program statements in order of the similarity.

B. Freshness-order

As shown in Fig. 2, in freshness-order, program statements updated more recently are more preferentially selected. With this strategy, the bugs caused by failing to reflect changes involved with additions of new features can be efficiently fixed.

In freshness-order, development history of a buggy program, retrieved from version control system, is also given as input. For each program statement in a buggy program, last update time is taken from development history. We define the freshness of a program statement as how recently it is updated. Then, we select program statements in order of the freshness.

III. EXPERIMENT

To evaluate the usefulness of similarity-order and freshness-order, we implemented an APR tool with these strategies
by incorporating these strategies into Astor [2], an existing APR tool. We also evaluated these strategies by comparing results of using similarity-order and freshness-order with ones of original Astor (random), respectively. Evaluation items are as follows:

- number of repaired bugs, and
- repair time.

Experimental objects are 106 bugs that occurred in developing Apache Commons Math. These bugs are retrieved from Defects4J [3], a dataset of bugs.

A. Experimental Results

1) Number of Repaired Bugs: Random, similarity-order, and freshness-order fixed 27, 22, and 23 bugs, respectively. These results show neither similarity-order nor freshness-order fixed more bugs than random.

However, there are some bugs, which were not fixed by random but were by similarity-order and/or freshness-order. This means the number of repaired bugs can be increased by using similarity-order and/or freshness-order.

2) Repair Time: We conducted Wilcoxon signed-rank test for 18 bugs which had been fixed with all three strategies, to determine significant differences of repair time between similarity-order and random, freshness-order and random. The p-values for pairs of similarity-order and random, freshness-order and random were approximately $8.2 \times 10^{-1}$ and $3.3 \times 10^{-1}$, respectively. This means there are no significant differences between similarity-order and random, nor freshness-order and random. Therefore, random is not faster than similarity-order nor freshness-order, and vice versa.

IV. DISCUSSION

We found there were bugs the similarity-order and/or the freshness-order were able to fix more efficiently than the original Astor. On the other hand, the two strategies were not effective for other bugs. We conducted statistical tests and found there were no significant differences between the similarity-order/freshness-order and the original Astor. TABLE I shows actual time to fix bugs with the three strategies. We can see that

- there are some bugs a strategy was able to fix much more than the others, and that
- there are some bugs only a strategy was able to fix.

Thus, the three strategies have a complementary relationship. If we can select an appropriate strategy for a given bug, fixing time can be shortened drastically. However, at present, we have no standard to select an appropriate strategy and so it is impossible to know it before fixing bugs. A promising way to utilize our proposed strategies should be a round-robin execution, which performs either of the three strategies by rotation. Round-robin execution should be able to reduce fixing time averagely.

V. CONCLUSION

In this paper, we proposed two strategies, similarity-order and freshness-order, to shorten fixing time of APR. We have implemented the two strategies and evaluated them with real bugs. As a result, we found that the two strategies and the random-based selection, which is an existing strategy, have a complementary relationship. From this finding, we conclude that round-robin execution of the proposed strategies and the existing one can reduce fixing time averagely.

In the future, we are going to try to find characteristics of bugs to know an appropriate strategy before fixing bugs for more shortening fixing time. We are also going to implement a round-robin execution tool.
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