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Abstract—Debugging is a cost-consuming activity and reducing
debugging cost is mandatory. Automated program repair (APR)
is a debugging support technique which fixes a defect from a
buggy program and a test suite. Recently, many APR techniques
have been proposed. The performance of APR techniques are
mainly evaluated by the number of fixed defects. Although the
difficulties of fixing defects differ from defects, there are few
evaluations using characteristics of defects. In this research, we
extracted characteristics of defects from defect reports such as
priority and isReopened, and we evaluated the performance of
three APR tools against 138 defects in open source Java projects.
The investigation revealed that jGenProg and Nopol were able
to fix defects with high priority at a high rate. In addition,
we evaluated the performance of the APR tools from various
viewpoints such as fixing time and fixing LOCs.

I. INTRODUCTION

In software development, debugging is a cost-consuming
activity. There is a report that an estimated debugging cost is
approximately 300 billion US dollars a year in the world, and
about half of programming time is spent on debugging [1].
Thus, reducing debugging cost is mandatory. In recent years,
research on automated program repair (APR) has been actively
carried out [2]–[9].

APR takes a buggy program and a test suite as its inputs
and generates a fixed version of the program, which passes all
the given tests. The performance of APR is mainly evaluated
by the number of fixed defects. Additional evaluations such
as fixing time [2], readability [10], or patch simplicity [11]
have been carried out. Although the difficulties of fixing
defects differ from defects, there are few evaluations using
characteristics of defects.

In this research, we evaluate three APR tools using the
characteristics of defects. We use the following characteristics
obtained from defect reports in JIRA1 and Github2.

• priority
• isReopened

When a defect has high priority, developers need to fix it as
soon as possible. Reopened means that fixing the defect has
failed at least once. If the APR tools can fix high-priority
and/or reopened defects, it will significantly contribute to
developers.

We manually identified priority and isReopened for 138
defects, which are included in Defects4J [12] dataset, by

1https://ja.atlassian.com/software/jira
2https://help.github.com/articles/about-issues

investigating their defect reports in JIRA and Github. Fur-
thermore, we associated the defects with their success/failure
of three APR tools: jGenProg [5], jKali [5], and Nopol [6].
We investigated the relationship between the performance of
the APR tools and the characteristics of defects. The main
contributions of this research are as follows.

• We revealed that jGenProg and Nopol fixed many high-
priority defects.

• We revealed that Nopol was not able to fix reopened
defects at all.

• We evaluated the performance of APR tools from various
viewpoints such as fixing time and fixing LOCs.

The remainder of this paper is organized as follows: Section
II introduces bug tracking systems and automated program
repair as our research background, describes our research
purpose, and shows our research questions. Section III de-
scribes the investigation method and our investigation targets.
Section IV shows our findings and our answers to the research
questions. Section V discusses the results of the investigation
and describes additional investigation. Section VI describes
the threats to internal and external validity in the investigation.
Finally, we conclude this paper and describe our future works
in section VII.

II. BACKGROUND

A. Bug Tracking System

Bug tracking system (BTS) tracks debugging process of
reported defects in software development. BTS allows unified
management of defects, developer assignment to defects, and
recording discussion for defects. In BTS, a defect is registered
as a defect report. A defect report includes the following
various records:

• a title of a given defect,
• detailed description of a given defect,
• a reporter of a given defect,
• developers assigned to a given defect,
• a life cycle of a given defect, and
• priority of a given defect.

When a given defect has high priority, developers need to fix
it as soon as possible. A defect report has a life cycle, and all
events related to a given defect are recorded in it. For example,
events contain followings:

• changing status of the defect report,
• assigning developers to the defect, and
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Fig. 1. A Simplified Life Cycle of a Refect Report on JIRA

• recording commits for the defect.
Figure 1 shows a simplified life cycle of a defect report in

JIRA. Usually, a defect report is opened by a reporter or devel-
opers, resolved in several ways such as “Fixed”, “Duplicate”,
and “Won’t Fix”, and closed when resolving is confirmed by
the reporter or the developers. However, if there is a problem
in resolving or if the same problem is also found again after
getting closed, the defect report gets reopened. If a defect
report gets reopened, developer’s workloads get increased and
some users of the software may become untrusting it [13].
There is a research study that reopened defect reports have a
longer time to be closed than non-reopened ones [14].

B. Automated Program Repair

Automated program repair (APR) is a promising way to
support debugging, and many APR techniques have been
proposed [2]–[9]. There are also techniques to predict whether
APR should be used [15] and empirical studies for APR
techniques which use program synthesis [16]. APR is a generic
term for techniques of inputting a buggy program, fixing
source code, and outputting a fixed program.

Before now, APR techniques have been evaluated with
metrics such as the number of fixed defects, the fixing time,
and the fixing quality. Martinez et al.’s research [17] showed
the number of fixed defects and the fixing time by running the
APR tools: jGenProg [5], jKali [5], and Nopol [6] against
Defects4J [12], a dataset of defects in open source Java
projects. Table I shows the number of fixed defects in the
Apache Math Project3 in Defects4J.

C. Research Motivation

Some defects should be fixed immediately or need addi-
tional debugging due to incomplete fixing. If given software
is managed with JIRA, we can extract priority and isReopened
from its defect reports. Priority in JIRA is in order of

Blocker > Critical > Major > Minor > Trivial.

If the status of the defect report becomes “Reopened” at least
once, the isReopened of the defect report is Yes. In our pilot
investigation, we mapped priority and isReopened for each of

3http://commons.apache.org/proper/commons-math

TABLE I
THE NUMBER OF FIXED DEFECTS IN THE APACHE MATH PROJECT

jGenProg jKali Nopol # defects
Fixed defects 18 14 21 106

the defects in the Apache Math Project, which is managed
with JIRA, to their success/failure of the APR tools including
jGenProg, jKali, and Nopol.

Table II shows the number of fixed defects in the Apache
Math Project from the viewpoints of priority and isReopened.
Focusing on the priority, we can see that jGenProg and jKali
succeeded in fixing a Blocker defect. jGenProg and jKali
have also fixed a reopened defect. In this way, it is possible
to evaluate APR tools by using the characteristics of defects
such as priority and isReopened. However, the above pilot
investigation is an analysis with small data, and investigations
with larger data are necessary to make a reasonable evaluation.

The purpose of this research is to evaluate APR tools using
characteristics of defects. As a way of obtaining characteristics
of defects, we use defect reports in BTS. In particular, as
characteristics of defects, we use the following characteristics:

• priority
• isReopened

If the APR tools can fix high-priority defects that require
immediate fixing, it will significantly contribute to developers.
If the APR tools can fix reopened defects, the APR tools have
ability to fix defects which are developers fail to fix.

D. Research Questions

In this research, we evaluate APR tools using characteristics
of defects by answering the following two research questions.
RQ-1: Can APR tools fix high-priority defects?
RQ-2: Can APR tools fix reopened defects?

In RQ-1, we investigate whether APR tools can fix high-
priority defects at a high rate. In this investigation, we regard
a defect as a high priority defect when its priority level is
Critical or Blocker in JIRA. If the APR tools can fix high-
priority defects, it will be significantly helpful to developers.

In RQ-2, we investigate whether APR tools can fix reopened
defects at a high rate. In this investigation, we regard a defect
as reopened if the status of a given defect report has become
“Reopened” at least once. If the APR tools can fix reopened
defects, fixing time for reopened defects will get shorter.

III. METHODOLOGY

A. Investigation Method

Figure 2 shows our investigation method in this research.
The investigation consists of the following two steps.

TABLE II
THE NUMBER OF FIXED DEFECTS IN THE APACHE MATH PROJECT BY

PRIORITY AND ISREOPENED

jGenProg jKali Nopol # defects
Blocker 1 1 0 1
Critical 2 0 2 8
Major 11 11 15 63
Minor 4 2 4 32
Trivial 0 0 0 1

Non-priority 0 0 0 1
Reopened 1 1 0 7

Non-reopened 17 13 21 99
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STEP-1: mapping defects to defect reports.
STEP-2: extracting priority and isReopened from defect re-

ports.

In STEP-1, we match defects in the Defects4J dataset with
their corresponding JIRA/Github defect report. We assume that
each defect is extracted from version control system (VCS),
and a commit log in VCS can be referenced from a defect
report. Under the assumption, we can obtain a commit ID
(e.g. r100) of a defect and we can map the defect to its
defect report. However, in general, a defect report and commit
IDs of defects are in a one-to-many relationship because a
complex debugging process or a reopened defect may result in
multiple commits. In this investigation, when multiple defects
correspond to a certain defect report like Figure 3, we use only

the oldest one. Using a new defect is not appropriate for the
investigation because the defect was generated after reopened
and the defect itself was not reopened.

In STEP-2, we extract priority and isReopened from each
defect report. Priority is described in a defect report. However,
developers may change the priority of the defect report like
Figure 3. In this investigation, we use the latest priority
described in the defect report because we think that the
latest priority most reflects the priority decided by developers.
isReopened can be decided from the life cycle in the defect
report. If “Reopened” is prepared as the status of the defect
report as in JIRA, it is easy to decide whether the defect is
isReopened. On the other hand, if “Reopened” is not prepared
in advance as in Github, we regard a defect report which has
multiple “Closed” as reopened.

B. Subject systems

Our subject systems are open source Java projects in De-
fects4J dataset including defects. We use three projects, the
Apache Lang4 (hereinafter called “Lang”), the Apache Math
(hereinafter called “Math”), and the Joda-Time5 (hereinafter
called “Time”), which were also used in the investigation of
Martinez et al [17]. The subject systems in this research are as
shown in Table III. In Time project, since there is no priority
item in Github’s defect report, priority cannot be extracted.

4http://commons.apache.org/proper/commons-lang
5http://www.joda.org/joda-time

TABLE III
SUBJECT SYSTEMS

Project # Defects BTS Priority isReopened
Lang 65 JIRA Available Available
Math 106 JIRA Available Available
Time 12 Github Unavailable Available



In our investigation, we did not use JFreeChart6 and Closure
Compiler7 in Defects4J as subject systems. In JFreeChart, we
were not able to match the defect reports in the BTS with the
commits of the version control system. Since the test cases
attached to Closure Compiler are not for JUnit, they can not
be handled by current jGenProg, jKali, and Nopol [17].

IV. INVESTIGATION RESULTS

Table IV shows the results of classifying the number and
the success rate(%) of fixed defects of each tool by priority
and isReopened. Success rate means the percentage of the
number of fixed defects in the total number of defects for
each cell of Table IV. Furthermore, we show the success
rate of fixing defects by priority and isReopened in Figure
4. In our definition, when the success rate of fixing specific-
priority defects is higher than of fixing overall defects, the
APR tools can fix specific-priority defects at a high rate. When
the success rate of fixing reopened defects is higher than of
fixing non-reopened defects, the APR tools can fix reopened
defects at a high rate.

Please note that the success rate of fixing defects for Blocker
and Critical defects was higher than for overall defects.
However, jKali failed to fix any Critical defects. Therefore,
our answer to the RQ1 is YES for jGenProg and Nopol, but
NO for jKali. In addition, Trivial defects were not fixed by
any tools.

On the other hand, the success rate of fixing defects did not
change very much from the viewpoint of isReopened. Nopol
has not been able to fix any reopened defects. Therefore, our
answer to the RQ2 is NO for any tools.

In addition to the above, we investigated the fixing time
when each tool succeeded in fixing the defect. Figure 5
shows the mean time of fixing defects from the viewpoint of
isReopened. We calculated the mean time for each cell of Table
IV. For example, in the cell of Nopol and Non-reopened, the
mean time was calculated from 29 defects. From these results,
in all the tools, we can see that the mean time of fixing defects
for Minor is longer than the overall mean. In jGenProg and
jKali, the mean time of fixing defects for reopened is longer
than that for non-reopened. Furthermore, Nopol was not able
to fix any reopened defects.

This investigation differs from our pilot investigation in the
following points:

• increasing the number of subject systems from one
(Math) to three (Lang, Math, and Time), and

• evaluating the APR tools using success rate instead of the
number of fixed defects.

V. DISCUSSION

As the results of our investigation, We found that jGenProg
and Nopol fixed many high-priority defects, but all the APR
tools were not able to fix many reopened defects. In particular,
Nopol was not able to fix any reopened defects. From the

6http://jfree.org/jfreechart
7https://developers.google.com/closure/compiler

viewpoint of fixing time, all the APR tools take much time to
fix Minor or reopened defects.

In addition, we focused on the amount of change in source
code in case of successful fixing. When an APR tool succeeds
to fix a defect, we can obtain a part of fixing as a difference of
the source code. The source code difference is obtained in the
Unix Diff format, and it consists of added lines and deleted
lines. We counted added/deleted lines separately. Figure 6
shows the mean added/deleted lines of each tool. We calcu-
lated the mean added/deleted lines for each cell of Table IV.
From Figure 6, we can see that the mean added/deleted lines
of fixing defects for Minor is higher than the overall mean.
The fact that added/deleted lines of Minor defects are large
can be a factor of its low success rate and long fixing time. In
reopened defects, the added lines of jKali are much larger than
others. From these results, an increase in the added/deleted
lines may lead to making the fixing time longer.

We evaluated the APR tools with characteristics of defects.
Using characteristics of defects is a new viewpoint of eval-
uating APR techniques. We suggest that researchers use not
only the number of fixed defects but also characteristics of
defects when evaluating APR techniques. Using characteristics
of defects makes their evaluations more multidirectional. We
are add investigation targets and consider more characteristics
of defects to make our findings more general.

VI. THREATS TO VALIDITY

A. Threats to internal validity
In this research, we used the execution time of the APR tools

to evaluate fixing time, but we did not consider the execution
time for failed defects. Please note that the execution time for
failed defects is affected by the tool’s timeout setting. If we
do not set the timeout limitation, there are tools which do not
stop the operation within realistic time in some cases [2], [5].
For this reason, we were aware of the fact that we cannot
consider the exact execution time of the APR tools, and we
only used the execution time when fixing was succeeded.

In this research, characteristics of the defects are extracted
from defect reports. Since defect reports and their priority dif-
fer by reporters who have different understanding of priority,
there is a possibility that priority is mislabeled in some defect
reports.

In our evaluation of fixing time and fixing LOCs, because
of small sample size, we carried out direct comparison of
average values instead of statistical comparison. For statistical
comparison, it is necessary to increase defects.

B. Threats to external validity
In our investigation target, Major defects occupied 55%

or more. On the other hand, the ratio of Critical or Blocker
defects is about 6%, and the number of high-priority defects
was insufficient. Therefore, it is necessary to investigate more
high-priority defects.

The ratio of reopened defects was about 6%. The results
support Mi et al.’s findings [14] against Bugzilla8 that the

8https://www.bugzilla.org



TABLE IV
THE NUMBER AND THE SUCCESS RATE(%) OF FIXED DEFECTS BY PRIORITY AND ISREOPENED

Blocker Critical Major Minor Trivial Non-priority Reopened Non-reopened Total
jGenProg 1 (33%) 2 (25%) 11 (11%) 4 (9%) 0 (0%) 2 (17%) 1 (9%) 19 (11%) 20 (11%)

jKali 1 (33%) 0 (0%) 11 (11%) 2 (5%) 0 (0%) 2 (17%) 1 (9%) 15 (9%) 16 (9%)
Nopol 1 (33%) 2 (25%) 21 (21%) 4 (9%) 0 (0%) 1 (8%) 0 (0%) 29 (17%) 29 (16%)

# Defects 3 8 101 44 1 12 11 172 183
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Fig. 4. The Success Rate of Fixing Defects by Priority and isReopened
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Fig. 5. The Mean Time of Fixing Defects by Priority and isReopened

percentage of reopened defects is 6∼10%. However, the
number of reopened defects was insufficient. Therefore, it is
necessary to investigate more reopened defects.

Our evaluation does not consider differences in projects. To
evaluate by project, the number of defects in each category is
too small. Therefore, it is necessary to increase defects.

Our investigation targets are Java defect dataset. Therefore,
if someone conducts similar investigations on other program-
ming languages, the investigation results may be different.

The characteristics of the defects used in this research are
only priority and isReopened. By adding more characteristics,
it is possible to clarify the relationship between the character-
istics of defects and the performance of APR tools.

VII. CONCLUSIONS

In this research, we manually identified priority and isRe-
opened for each of the 138 defects, which are included in
open source Java projects, by investigating their defect reports
in bug tracking system. Furthermore, we associated the defects
with their success/failure of three APR tools: jGenProg,
jKali, and Nopol. We investigated the relationship between
the performance of the APR tools and the characteristics of
defects.

As a result, we revealed that jGenProg and Nopol fixed
many high-priority defects, but Nopol was not able to fix the
reopened defects much. We also evaluated the performance of
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the APR tools from the viewpoint of fixing time and fixing
LOCs. We also manually inspected the commit in the Trivial
defect reports which APR tools were not able to fix at all.

From the findings obtained from the investigation, we
suggest that APR tools can be used in the following scenes of
actual software development.

• When developers find a high-priority defect, they first run
jGenProg or Nopol. The APR tools can fix the defect
with high probability.

• Before developers commit their debugging work to ver-
sion control system, if they see differences in their source
code and an APR tool’s one, they can get the opportunity
of finding mistakes leading to reopened.

Our future research topics are as follows:
• using more high-priority and reopened defects for the

same kinds of investigations,
• considering more characteristics of defects,
• conducting more experiment with different programming

languages and APR tools, and
• discussing why a certain repair tool can fix a certain kind

of defect.
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