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ABSTRACT

Many researchers have conducted a variety of research related to clone evolution. In order to grasp how clones have evolved, clones must be tracked. However, conventional clone tracking techniques are not feasible to track clones even if they moved to another location in the source code. Consequently, in this research, we propose a new clone tracking technique. The proposed technique is an enhanced version of clone tracking with clone region descriptor (CRD) proposed by Duala-Ekoko and Robillard. The proposed technique can track clones even if they moved to another location. We have implemented a software tool based on the proposed technique, and applied it to two open source systems. In the experiment, we confirmed that the proposed technique could track 44 clone groups, which the conventional CRD tracking could not track. The accuracy of the tracking for those clones was 91%.
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1. INTRODUCTION

Code cloning is a common practice in software development [13]. There are various reasons why clones occur in source code, for example, rapid implementation of required functionality, reuse of reliable existing code, and using existing code as templates for new functionality.

At the same time, there are many previous works saying that the presence of clones has negative impacts on software development [1, 11]. For example, if we modify a code fragment that has clones, we need to check whether each of the clones has to be modified simultaneously in the same way or not [5]. If clones to be modified are not modified, unintended inconsistencies occur in source code, and they may result in failures [8, 17].

By managing clones appropriately, which means maximizing positive aspects of cloning and minimizing its negative aspects, we can develop software systems efficiently [19]. In order to conduct and continue appropriate clone management, we need to have complete knowledge of clones. In the past, several research efforts have investigated occurrences and evolution of clones [12, 14, 16, 19].

However, conventional techniques are not feasible to track clones in the following cases even if they are still duplicated to one other.

- They are moved to other locations in the source code.
- They are changed consistently in a large way.

Figure 1 shows an actual clone that Duala-Ekoko et al.’s technique cannot track. The hatched part is the clone. In revision 581,376, a try-block for catching JSchException was added outside of the clone. In their technique, blocks are tracked based on the nesting structure. Hence, their technique cannot regard that the else-block after the modification corresponds to the else-block inside the new try-block. As a result, the clone is considered to have disappeared.

There are different kinds of approaches for tracking clones. For example, tracking clones by monitoring clipboard activity is a reasonable choice to monitor clones [18]. Monitoring clipboard allows us to know when and where code was copied and pasted. However, we have to use a monitoring tool during software development and maintenance for tracking code clones.

Tracking clones is a fundamental technique in the field of software evolution, and it is used in a variety of research related to software evolution. Consequently, accurate and scalable clone tracking...
techniques are essential for such research. In this paper, we propose a new technique for clone tracking.

In this paper, we evaluate the accuracy of clone tracking of the proposed technique, and we show its application result for revealing why clones disappear during software evolution.

The major contributions of this paper are as follows:

- We have proposed a new technique for clone tracking. The proposed technique can track clones even if they are moved to another location in the source code.
- We have developed a clone tracking system based on the proposed technique. The system includes hash-based incremental clone detection function for realizing rapid clone detection. Currently, the system can handle Java source code and SVN repositories; however, it is not difficult to extend it to handle other programming languages and other repositories.
- We have compared the accuracy of tracking clones between the proposed technique and a conventional technique, which was proposed by Duala-Ekoko and Robillard [4]. We checked manually 44 clones that only the proposed technique could track, and we found that 40 out of them were correct tracking. We also investigated 61 clones that the proposed technique could not track, and we found that 56 out of them had actually disappeared.
- We have applied the proposed technique to OSS for revealing why clones disappear during software evolution. This is the first study focusing on reasons for clone disappearance.

The remainder of this paper is organized as follows: Section 2 describes related research; Section 3 explains the proposed technique, and Section 4 introduces a software tool that we have implemented; in Section 5, we evaluate the accuracy of clone tracking with the proposed technique; Section 6 shows an experimental result that the proposed technique was applied to open source systems for revealing why clones disappear; Section 7 discusses threats to validity of the experiment; Section 8 concludes this paper.

2. RELATED WORK

There are many studies that have investigated how clones evolve [2, 3, 10, 14, 15]. They empirically reveal phenomena and characteristics related to clone evolution. Their reports focus on investigating how clones have evolved, not on tracking clones themselves. The tracking techniques that they used were not feasible in the case where the code is moved. That means, in their investigations, tracking clones might not have been so accurate. If the proposed technique had been used in their investigations, the results might have changed.

Currently, there are several techniques for tracking clones. They can be classified into three categories. Techniques in the first category detect clones from every revision, then they link clones between every pair of consecutive revisions [3, 6, 14]. Those techniques use various heuristics for linking clones. If the amount of modification is not small, linking clones does not work well.

Techniques in the second category detect clones from the initial revision, then track the clones using change histories stored in software repositories [2, 15, 20]. However, those techniques do not consider clones that appear during the target period, so that they are not tracked.

Techniques in the third category are hybrid approaches between the first category and the second one [4]. Those techniques seek to merge approaches so as to complement the weak points of techniques in each category.

However, even those techniques are not feasible to track clones in the case that clones are moved to other locations in the source code. Moreover, they take much time to track clones because they analyze all the files to detect clones for every of the target revisions.

In this research, we would like to track clones through several thousand or more revisions, so that rapidity of tracking is important. Consequently, we develop a new clone tracking technique, which can complete tracking from several thousand of revisions within a couple of hours. The proposed technique uses CRDs (Clone Region Descriptor) which were proposed by Duala-Ekoko and Robillard [4]. In the proposed technique, we measure the similarity of CRD among revisions whereas they used exact matches of CRD. In the proposed technique, even if CRDs of two consecutive revisions are not exactly the same, they are linked if they are similar to one another. Linking clones with looser conditions allows them to be tracked even if they are moved to another location in source code.

3. TRACKING CLONES

Herein, we propose a new technique for tracking clones. The primary requirements for tracking clones are accuracy and speed.

- In order to achieve high speed tracking, we use an incremental hash-based clone detection. In an incremental detection, only the updated files are analyzed in every revision [7]. Higo et al. reported that the average number of updated files was only 3.53 in their experiment [9]. Hence, incremental detection is much more rapid than non-incremental one.

- In order to achieve high accuracy tracking, clones are tracked based on the similarity of their CRDs. The original CRD-based tracking proposed by Duala-Ekoko and Robillard links clones between a pair of consecutive revisions if and only if their CRDs are exactly the same. However, the condition is too strict to track code clones if they are moved to another location in source code. Consequently, we allow clones to be tracked even if their CRDs are different to a certain extent.

Our technique consists of two procedures, hash generation and clone linking, each of which is described briefly as follows.
HASH GENERATION A hash value is calculated from every block in source files in every revision. If two or more blocks in a revision have the same hash value, they are regarded as clones. All the hash values are stored into a database with their location information such as file path, start line, end line, and revision. Also, a CRD [4] is measured for every block, and it is also stored into the database.

CLONE LINKING Cloned blocks in every revision are linked to blocks in the next revision based on the similarity of their CRDs. Then, their hash values are checked: if two blocks having the same hash value ($h_r$) in revision $r$ have also the same hash value ($h_{r+1}$) in revision $r + 1$, they are regarded as keeping a clone relationship during $r$ and $r + 1$ even if $h_{r+1}$ is different from $h_r$. 

In the remainder of this section, firstly we introduce CRDs in Subsection 3.1. Secondly, we describe procedure “hash generation” in Subsection 3.2. Finally, procedure “clone linking” is described in Subsection 3.3.
3.1 Clone Region Descriptor

A Clone Region Descriptor (CRD) is an abstract description of location of a clone region in a software system. A CRD is specified independently of the line number of the text in the source files. Figure 2 shows the definition and an example of a CRD. Figure 2(a) shows the definition of CRD in the extended Backus-Naur form. Figure 2(b) shows an example of CRD. In the technique proposed by Duala-Ekoko and Robillard [4], if a block in revision \( r \) has exactly the same CRD as a block in revision \( r+1 \), they are regarded as the same block. On the other hand, we used the similarities of CRDs for clone tracking.

3.2 Hash Generation

The input of this procedure is a repository for a target system. The output is hash values of all the structural blocks in all the source files of all the target revisions. There are five steps in this procedure. Figure 3 shows how source files are handled at each step.

**STEP1 (Syntactic Analysis)** Performing syntactic analysis for input source files. Every source file is transformed into a sequence of tokens. At the same time, the start token and the end token of every block are identified. Only lexical analysis alone is not sufficient for identifying start and end tokens.

**STEP2 (Splitting)** Every subsequence corresponding to a block is extracted from the sequences of the source files. A special token is put into every of the extracted positions. A special token includes the following information:

- the type of the block (e.g., if, while, for),
- a conditional predicate, if the block is conditional one,
- its parameters, if the block is a method or a constructor.

**STEP3 (Normalization)** By using type information extracted in STEP1, variable names and literals are replaced with special tokens. Invoked method names and type names are not normalized.

**STEP4 (Building block texts)** A character sequence is built from every token sequence. A hash value is calculated from every one of the character sequences.

**STEP5 (Persisting hash values)** The hash values of all the blocks are stored into a database. At the same time, the file path, start line, end line, revision number, and the CRD of every block are stored.

The critical point for the procedure “hash generation” is STEP2, which is a set of operations in which every one of the sub-blocks in a block is extracted, then a small marker is put into every of the extracted positions. Those operations allow us to identify blocks including duplication as clones even if their sub-blocks are not duplicated. If a block is totally duplicated to another block, their hash values and all the hash values of their sub-blocks become the same.

3.3 Clone Linking

The input for this procedure is the output of the procedure “hash generation”, namely hash values of all the blocks in all the target revisions. In this procedure, blocks in every revision are linked to blocks in the next revision.

Hash values of blocks are used for identifying clone relationships in every revision. Blocks having the same value are regarded as clones. In the remainder of this paper, we call a group of blocks having the same value an Equivalent Block Group (in short, EBG).

In this procedure, the proposed technique identifies corresponding blocks between revisions \( r \) and \( r+1 \) based on the similarities of their CRDs. If block \( b_r \) in revision \( r \) and block \( b_{r+1} \) in revision \( r+1 \) satisfy all the conditions, \( b_{r+1} \) is regarded as the corresponding block of block \( b_r \).

**CONDITION1** The type of \( b_{r+1} \) is the same as the one of \( b_r \).

**CONDITION2** If \( b_r \) and \( b_{r+1} \) are conditional blocks, their conditions are the same except variable names, method names and literals in them.

**CONDITION3** If \( b_r \) and \( b_{r+1} \) are methods or constructors, their names are the same or their parameters are the same.

**CONDITION4** In revision \( r+1 \), the CRD of \( b_{r+1} \) has the highest similarity with that of \( b_r \).

**CONDITION5** In revision \( r \), the CRD of \( b_r \) has the highest similarity with that for \( b_{r+1} \).

The CRD similarity between blocks \( b_r \) and \( b_{r+1} \) are measured by Levenshtein Distance (in short, LD). If the two blocks have the identical CRDs, the LD between them becomes 0, which is the minimum value. If the two blocks have completely different CRDs, the LD takes on its maximum value. If we consider the similarity of two CRDs, we can track clones even if they were moved.

Figure 4 shows examples of a revision history and the result of clone linking based on it. In Figure 4(a), the following modifications are performed.

- Method \( b_2 \) in file \( B.java \) was changed \( (r_1 \rightarrow r_2) \)
- Method \( a_1 \) in file \( A.java \) was changed \( (r_2 \rightarrow r_3) \)
- Method \( b_1 \) in \( B.java \) was changed \( (r_2 \rightarrow r_3) \)
- Method \( b_2 \) in \( B.java \) was moved to file \( C.java \) \( (r_2 \rightarrow r_3) \)
- Method \( c_1 \) in \( C.java \) was deleted \( (r_2 \rightarrow r_3) \)
- Method \( b_1 \) in \( B.java \) was changed \( (r_3 \rightarrow r_4) \)

In Figure 4(b), each kind of objects has the following meanings.

- Every circle is a block. Its number is the hash value.
- Every arrow means a link of two blocks between consecutive two revisions.
- Every rectangle means an EBG. All the blocks in a rectangle have the same hash value.

Blocks \( a_1 \) and \( b_1 \) are modified between revisions \( r_2 \) and \( r_3 \), so that each of them has different hash values between the revisions. Even after the modification, they have the same hash value, which means that they continue to be duplicated in revision \( r_3 \). However, between revisions \( r_3 \) and \( r_4 \), only block \( b_1 \) is modified, and the two blocks have different hash values in revision \( r_4 \). Hence, the EBG consisting of \( a_1 \) and \( b_1 \) is regarded as disappeared in revision \( r_4 \).

Blocks \( a_2 \) and \( c_1 \) have the same hash value in revisions \( r_1 \) and \( r_2 \), which means they become clones in the revisions. However, in revision \( r_3 \), block \( c_1 \) itself disappears. In this case, the EBG consisting of \( a_2 \) and \( c_1 \) is regarded as disappeared in revision \( r_3 \).

Blocks \( b_2 \) and \( c_2 \) have different hash values in revision \( r_1 \). Block \( b_2 \) is modified between revisions \( r_1 \) and \( r_2 \), so that they have the same hash value in revision \( r_2 \). Even block \( b_2 \) was moved to another file in revision \( r_3 \), it can be tracked. This is because the proposed technique tracks cloned blocks based on similarities of their CRDs.
After analyzing revision \( r_1 \),

\[ \begin{array}{|c|c|c|c|}
\hline
ID & FileID & CRD & Hash \\
\hline
0 & A.java & A.a1 & 10 \\
1 & A.java & A.a2 & 40 \\
2 & B.java & B.b1 & 10 \\
3 & B.java & B.b2 & 50 \\
4 & C.java & C.c1 & 40 \\
5 & C.java & C.c2 & 60 \\
\hline
\end{array} \]

After analyzing revision \( r_2 \),

\[ \begin{array}{|c|c|c|c|}
\hline
ID & FileID & CRD & Hash \\
\hline
0 & A.java & A.a1 & 10 \\
1 & A.java & A.a2 & 40 \\
2 & B.java & B.b1 & 10 \\
3 & B.java & B.b2 & 50 \\
4 & C.java & C.c1 & 40 \\
5 & C.java & C.c2 & 60 \\
\hline
\end{array} \]

After analyzing revision \( r_2 \),

\[ \begin{array}{|c|c|c|c|}
\hline
ID & FileID & CRD & Hash \\
\hline
0 & A.java & A.a1 & 10 \\
1 & A.java & A.a2 & 40 \\
2 & B.java & B.b1 & 10 \\
3 & B.java & B.b2 & 50 \\
4 & C.java & C.c1 & 40 \\
5 & C.java & C.c2 & 60 \\
\hline
\end{array} \]

4. IMPLEMENTATION

We developed a software tool, CTEC\(^2\), based on the proposed technique. Currently, CTEC handles only Java language. However, it is not difficult to expand it to other programming languages because it performs only lexical and syntactic analyses as language dependent procedures. CTEC is written in Java and the language dependent procedure was implemented using Java Development Tools. Currently, CTEC uses method java.lang.String.hashCode() to generate hash values for blocks in the source code.

CTEC uses SQLite as its database module because of its ease of use. If we use another SQL database system such as PostgreSQL or the Oracle database, the speed of analysis would improve. However, we think that the speed with SQLite is sufficient.

In CTEC, for the two procedures “hash generation” and “clone linking” are implemented as independently. “Hash generation” registers hash values of blocks in the target revisions into an SQL-based database. “Clone linking” identifies a corresponding block in the next revision for every cloned block in every revision.

\(^2\)The name came from an abbreviation of CRD-based Tracker for Evolution of Clones
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Figure 4: An example of clone tracking
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Figure 5: An example of Database Updating

Currently, we cannot find late propagation with CTEC because it tracks only duplicated blocks. If a block becomes unduplicated, it is removed from the set of tracking blocks. If we change CTEC to track not only duplicated blocks but also unduplicated blocks, we cannot find late propagation. However, tracking all the blocks will consume much more time.

The remainder of this section describes each of these two procedures, respectively.

4.1 Hash Generation

In order to achieve high scalability, we adopted an incremental hash generation. The following is an explanation of “procedure for the 1st revision” and “procedure for the 2nd or later revisions”. In this explanation, we assume that the target revision is \( \{ r_1, r_2, \ldots, r_n \} \).

In the procedure for the 1st revision, all the blocks in all the source files in \( r_1 \) are stored into an SQL database. Note that column “EndRevision” of all the blocks are set to \( r_n \), which is the last revision of the target.
In the procedure for the 2nd or later revision, blocks in only source files modified, added, and deleted in $r_k$ ($2 \leq k \leq n$) are stored into the database. If the database already includes blocks in the files, their columns “EndRevision” are updated to $r_{k-1}$. Note that if a file is modified, all the values for the blocks in the files are recalculated and stored again.

Herein, we explain how these procedures work with a simple example shown in Figure 5. This example shows how the database is updated for revisions shown in Figure 4. Figure 5 shows the database content after the procedure for every revision. Gray cells mean that they have just been inserted or updated. Note that, in this example, column “FileID” contains file names for ease to explain. However, in the actual implementation, column “FileID” includes IDs for source files. We have another database table for mapping file name and its ID.

In the procedure for revision $r_1$, which is the first revision of the target, all the source files are analyzed and their blocks are stored into the database. Note that column “EndRevision” of their blocks is $r_1$, which is the last revision of the target.

In the procedure for revision $r_2$, file B.java is reanalyzed, and all of its blocks are stored into the database. The database already has blocks in file B.java, and so their columns “EndRevision” are updated to $r_1$. This update operation is performed for only blocks whose “EndRevision” are $r_4$.

In revision $r_3$, files A.java, B.java, and C.java are modified. The procedure for those files in revision $r_3$ is performed as well as the procedure for file B.java in revision $r_2$.

### 4.2 Clone Linking

In order to link cloned blocks in every revision to corresponding blocks in the next revision ($r_k$ and $r_{k+1}$), we need to obtain EBGs in revision $r_k$. Obtaining EBGs in revision $r_k$ is performed by the following two steps.

**STEP1** obtaining records (blocks) satisfying the following formula.

This operation means obtaining all the blocks existing in $r_k$.

$$\text{Step 1: (StartRevision} \leq r_k) \land (r_k \leq \text{EndRevision}) \quad (1)$$

**STEP2** classifying the blocks obtained in Step 1 based on their hash values. Two or more blocks having the same hash value form an EBG.

For each block in the EBGs identified in the Step2, its corresponding block is found with the proposed technique described in Subsection 3.3.

# 5. Experiment

We conducted experiments on two well-known systems. The purpose of these experiments was to confirm that the proposed technique has a beneficial effect on clone tracking. In order to achieve the purpose, we have investigated tracking results by seeking to answer the following questions.

**QUESTION1** Could the proposed technique track clones that the conventional technique could not track?

**QUESTION2** Did clones that the proposed technique could not track really disappear?

Firstly, we describe the experimental setup, then we show the performance of CTEC. Lastly, we answer the questions.

## 5.1 Setup

In order to answer to the questions, we needed to track code clones with the proposed technique and a conventional technique. We used our tool, CTEC for tracking clones in both the ways. For tracking clones based on the original CRD-based way, CTEC was adjusted to track clones only if their CRDs are exactly the same. For tracking clones in the proposed way, CTEC was used as it was.

We selected Ant and ArgoUML as the targets of these experiments. Table 1 shows an overview of the target systems. They are managed by using SVN. The tracking targets are the source files under directories “/ant/core/trunk/src/main” and “/trunk/src”, respectively. The source files under the directories comprise the “trunk”, which is the main line of the development in SVN repositories. We also narrowed down to a subdirectory of “trunk” to exclude test files. The target period of the investigation was carefully chosen because we would like to investigate the development histories of multiple versions.

In this experiment, we specified 30 tokens as the threshold of minimum clone length. Thirty tokens is one of often-used thresholds in clone detection [11]. If a block includes at least 30 tokens, it can be output as a clone.

## 5.2 Performance

Table 2 shows the timing information of two procedures, “hash generation” and “clone linking”. In this experiment, both of the procedures were performed with 8 threads and 4GBytes heap space3. CTEC took a couple of hours for “hash generation”, which is a clone detection on all the target revisions. Besides, a “clone linking” task is performed on every pair of consecutive revisions. The table shows total, maximum, minimum, and average time for “clone linking” per pair. We can see that maximum time is 46 seconds, which means that we can perform a “clone linking” task interactively on demand from users. We can say that CTEC scales well enough for practical use.

## 5.3 Answer to QUESTION1

We tracked clones by using the proposed technique and a conventional technique proposed by Duala-Ekoko and Robillard [4]. During the whole of the target period, the number of untrackable clones of the proposed technique and the conventional technique is 345 and 581 in Ant, and 537 and 739 in ArgoUML. There were not clones that the conventional technique tracked but the proposed

3The workstation used in the experiment has two octal-core CPUs. It is equipped with 128GBytes memory. The repositories and the databases lay on a SSD in the experiment.
Figure 6: Number of blocks that were not tracked by either the proposed technique or the conventional one for every revision

Figure 6 shows the number of clones that were not tracked by the proposed or conventional techniques in every revision. Clones not tracked by the conventional technique are colored gray, and ones not tracked by the proposed technique are colored black. Black bars are drawn in front of gray bars. If a gray bar is taller than its corresponding black bar, there are clones that were tracked only by the proposed technique. The difference in length between the gray and black bars represents the number of such clones.

We investigated clones tracked only by the proposed technique to reveal whether tracking by the proposed technique had been correct or not. This was a manual investigation, so that we restricted the investigation to the period “1.8” in Ant and “0.32” in ArgoUML. In this investigation, we checked what kinds of modifications were performed in both the cases that tracking was correct and not correct. The following is a list of modifications. Prefix “T” means that tracking was correct even if the modifications were performed and “F” means that tracking was incorrect because of the modifications.

T1 Clones (and their surrounding code) were extracted as new methods.

T2 New blocks were added as surrounding code of clones such as null checking.

Figure 7: An EBG that only the proposed technique tracked

T3 Conditional predicates were changed on conditional blocks including clones.

T4 Methods including clones were moved to other classes.

T5 New catch clauses were added on try blocks including clones.

T6 Methods were inlined as other methods.

F1 Cloned blocks were deleted. As a result, other blocks in the next revision were incorrectly linked to the deleted blocks.

F2 Cloned block became smaller than the threshold (30 tokens). Smaller blocks than the threshold were not registered to the
Figure 8: Cloned blocks not tracked by the proposed technique because types in their conditions changed

database. They were treated as deleted blocks. As a result, incorrect linking occurred.

Figure 7 shows actual clones classified into T1. The cloned if-blocks and their subsequent code were extracted as new methods.

Table 3 shows the number of clones falling into each category. The number of correct tracking is 40, and the number of incorrect is only 4. That is, the accuracy of tracking for clones that were tracked by only the proposed technique is about 91%.

5.4 Answer to QUESTION2

We investigated whether clones not tracked by the proposed technique had really disappeared. We conducted a manual investigation on period “1.8” in Ant and “0.32” in ArgoUML as well as QUESTION1. As a result, we revealed the following modifications were factors in clones not being tracked by the proposed technique.

T1 Cloned blocks existed after modifications. However, their sizes became smaller than the threshold (30 tokens), so that they were considered to have disappeared by CTEC.

T2 Cloned blocks were deleted from the source code.

T3 Cloned blocks evolved to different code by large modifications.

F1 Types appearing in the conditions of cloned blocks were changed. In the proposed technique, variable names, method names, and literals are normalized but not types. Consequently, changes of types mean that CONDITION2 is unsatisfied.

F2 Conditions of cloned blocks were changed. This kind of change mean that CONDITION2 is unsatisfied.

Table 3: Clones tracked by only the proposed technique

<table>
<thead>
<tr>
<th>category</th>
<th>Ant</th>
<th>ArgoUML</th>
</tr>
</thead>
<tbody>
<tr>
<td>T tracking was appropriate</td>
<td>37</td>
<td>3</td>
</tr>
<tr>
<td>T1 extracting as new methods</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>T2 becoming deeper nested</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>T3 changing block’s conditions</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>T4 moving methods</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T5 adding new catch clauses</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>T6 in-lined to other methods</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F tracking was NOT appropriate</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>F1 deleting blocks</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>F2 shrinking blocks</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 9: Cloned blocks not tracked by the proposed technique because their conditions were changed

F3 New catch clauses were added to cloned try blocks. Such modifications mean that CONDITION2 is unsatisfied.

Figure 8 shows an actual instance of untracked clones because of a change in type in its condition (F1). In revision 688,724, FileResource was changed to FileProvider in the condition of the cloned block. If the proposed technique were to be designed to normalize types in the conditions of the cloned blocks, these clones would tracked correctly. However, the more normalized conditions are, the more likely it is that blocks are probably tracked incorrectly.

Figure 9 shows another example of clones not being tracked by the proposed technique (F2). The change performed in this example is larger than the one in Figure 8. In order to track clones even if this kind of large modifications were performed on the conditions of the cloned block, CONDITION2 must become much weaker or even be removed. However, such changes on CONDITION2 will yield much more incorrect tracking. Consequently, tracking clones correctly even if their conditions are largely changed is not realistic for a CRD-based clone tracking approach.

Table 4 shows the number of clones not tracked by the proposed technique because of such modifications. We manually investigated 61 untracked clones, and we found that 56 out of them had actually disappeared. That is, precision of our technique is about 92%.

6. INVESTIGATION ON WHY CLONES DISAPPEAR

As an application of the proposed technique, we investigated why clones disappear during software evolution. In this application, we investigated why clone relationships among blocks had disappeared. On the other hand, the experiment described in Section 5 focuses on tracking each cloned block. In the past, several studies investigated occurrences and evolution of clones [12, 14,
16, 19]: however, there is no research focusing on the investigation why clones disappear. Several empirical investigations on clones found that some of the detected clones disappeared during software evolution [14, 19]. However, in those investigations, clone removal is a by-product of clone evaluations. They did not investigate why clones had disappeared.

This investigation was also conducted on Ant and ArgoUML. Figure 10 shows the number of EBGs whose elements disappeared at each revision. As shown in this figure, clones disappear throughout the evolution of the software.

In order to reveal why clones disappear, we manually investigated why the EBGs disappeared. We investigated all the disappeared EBGs in periods “0.32” of ArgoUML (Figure 10(a)) and “1.8” of Ant (Figure 10(b)). The numbers of EBGs are 43 and 37, respectively. Table 5 summarizes the results of the investigation.

The number of EBGs that disappeared due to refactoring are 10 and 7, respectively. However, some of those refactorings were not intended for removing duplicate code. We found that the other intentions were shortening long methods or simplifying complicated methods. Most of the refactorings were of the Extract Method pattern. As a result of the refactorings, CONDITION2 became unsatisfied, so that EBGs could no longer be tracked.

Different evolution means that, different modifications (e.g., functionality enhancements or expansions) were applied to one or more blocks in an EBG, so that they evolved differently. We classified 6 and 11 EBGs into this category, respectively.

Unintended inconsistency means that clones disappeared unintentionally. For example, incomplete simultaneous modifications for a bug fix or for error checking were classified in this way. In this investigation, 15 and 10 EBGs were classified into this category. Figure 11 shows actual code of this category. This EBG consists of two blocks, which are in different source files. Only one of them was modified (null checking code was added) in revision 671,018. However, those two blocks are logically the same. The null checking should also be added to the other code.

Unneeded code deletion means EBGs were removed by deleting unneeded code. We investigated commit logs for deciding whether the commits were for deleting unneeded code or not. We classified 8 and 5 EBGs into this category.

Shrinking means the size of blocks in EBGs becomes smaller than the threshold of minimum clone size to be detected. All the blocks consisting of an EBG continue to be duplicated: however their size became smaller than the threshold as a result of consistent modifications. In consequence, they are no longer detected as clones after the modifications. In this investigation, 4 EBGs in ArgoUML were classified into this category.

CRD limitation means EBGs are judged to have disappeared because tracking was performed incorrectly. In this investigation, 3 EBGs in Ant were classified into this category.

7. Threats to Validity

7.1 EBGs Categorization

In this experiment, we conducted manual investigations on open source systems. However, the investigation result may not be entirely correct because the authors are not developers of the target systems. In order to eliminate incorrectness as much as possible, two of the authors performed the investigation together. Totally, we spent approximately 10 hours for the categorizations.
7.2 Target Systems

In this experiment, we targeted only two system written in Java. Currently, it is difficult to generalize the investigation result because (1) only one programming language was investigated and (2) the number of investigated systems is only two. Furthermore, we selected ArgoUML and Art as our targets because they are popular and successful systems. If we had selected other systems that are no more than moderately successful, the investigation results might have been different from this experiment.

8. CONCLUSION

This paper proposed a technique for tracking clones in software evolution. The proposed technique is an enhanced version of CRD-based clone tracking. The proposed technique includes incremental hash-based clone detection for rapid clone tracking. We conducted experiments on open source systems and confirmed the following.

- The proposed technique tracked many clones not tracked by a conventional technique due to Duala-Ekoko and Robillard. The accuracy percentage of tracking such clones was 91%.

- In the experiment, many clones were not tracked by even the proposed technique. However, most of such clones had actually become unduplicated by intended or unintended inconsistent modifications. The accuracy percentage of stopping tracking such clones of the proposed technique was 92%.

Moreover, we employed the proposed technique to investigate why clones disappear. We revealed that refactoring, different evolution, and unintended inconsistencies are major factors for clone disappearance. Interestingly, some of the refactorings were not intended for removing duplicate code but for shortening long methods or simplifying complicated methods.

In the future, we are going to replicate some empirical experiments that included clone tracking. Because the proposed technique can track clones more accurately than conventional techniques, we might obtain new findings.
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